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a b s t r a c t

This paper addresses the problem classification of instances/questions based on the opinions (classes)
provided by anonymous agents. The solution aggregates the agents’ classifications, aiming to obtain
as close as possible to an unknown correct classification. However, the agents’ fields or domains
of competence and their levels of expertise are unknown and can vary extensively. Many popular
classification algorithms address such a problem by following a ‘‘wisdom-of-the-crowd’’ approach
while using different voting methods and expectation–maximization techniques. These algorithms
lead to correct classifications when the majority of the agents are experts, thus classifying the instances
correctly. However, they often result in erroneous classification when only a small subset of the agents
are indeed correct. Moreover, these algorithms often assume a fixed set of classes for all instances.
This study presents a fast (one-pass) classification algorithm that can estimate the unknown agents’
expertise level and aggregates their classifications accordingly, even when these are obtained from
different questionnaires; thus, when the instances are not necessarily classified to a fixed set of classes.
The proposed algorithm finds the experts and the nonexpert agents for each question by analyzing the
distance between them. The algorithm identifies the expert agents for each instance and then classifies
them accordingly. The suggested algorithm is validated and compared against known methods by using
both simulated datasets and real-world datasets collected from various sources. The obtained results
clearly demonstrate the effectiveness and advantages of the proposed method.

© 2023 Published by Elsevier B.V.
1. Introduction

Classification of entities, variables, instances, questions or ob-
ects is a basic process that precedes many data processing algo-
ithms. It can be performed by certain classification criteria or by
abeling similar entities with the same tag. A primary challenge
s finding the classification rules, i.e., the clustering criteria or the
imilarity measures, which lead to correct classifications.
In cases when a subset of correct classifications is known,

lassification criteria can be defined directly by observing the
lasses obtained by supervised learning [1]. In contrast, in cases
here the correct classification is unknown, the definition of the
lassification criteria is problematic, and some type of ‘unsuper-
ised classification’ (as we call it here) process must be developed
y relying on other principles.
The unsupervised classification process can follow several ap-

roaches. In one approach, classification begins by clustering
ubsets of entities that are similar to each other in some sense,
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E-mail address: parteek.bhatia@thapar.edu (P. Kumar).
ttps://doi.org/10.1016/j.knosys.2023.110551
950-7051/© 2023 Published by Elsevier B.V.
extracting classification rules based on these clusters, and then
iteratively using the obtained rules to classify new entities and
refine the rules until convergence to a final classification [1]. In
a second approach, which is more related to this study, classi-
fication is defined based on the opinions of a group of agents
or by following the classification criteria that they provide. This
technique, when following majority voting, is also known as the
wisdom-of-the-crowd - thus, labeling is obtained by aggregation
of the labels provided by a ‘‘crowd’’ of agents. This approach
is supported by several platforms, such as Amazon Mechanical
Turk or CrowdFlower [2], and has been investigated in various
studies [3,4].

In this paper, we implement the second approach and consider
the methods of aggregating the agents’ classifications. A simple
and popular opinion aggregation method is based on majority
voting, as indicated above. Following this approach, an entity is
labeled or tagged to the class, which was chosen by the majority
of the agents in a direct classification process. It is well known
that majority voting can result in erroneous classification if the
majority of the experts are wrong. For example, in a medical
diagnosis case, the aggregated answers of several nonphysician

https://doi.org/10.1016/j.knosys.2023.110551
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gents are often less valuable than the opinion of a single physi-
ian, who is an expert in that domain (we use the terms field
nd domain interchangeably); therefore, under these conditions,
ajority voting is inadequate [5]. In addition, majority voting is
isleading if there are biased voters [6], and it has been observed

hat confidence judgments in the responses to two-alternative
orced-choice instances are correlated with the consensus in the
esponses rather than with their accuracy [7].

To address these challenges or at least to minimize the in-
luence of the gap between expert and nonexpert agents, agent
xpertise plays an important role in deriving the appropriate
udgment in crowd opinion aggregation models [8]. In recent
ecades, an approach implementing two-stage classification pro-
edures has been intensively studied [9]. In such procedures,
gents are categorized with respect to their levels of expertise,
nd then the classification is conducted [10]. However, apply-
ng these algorithms to real-world datasets met an additional
roblem of lack of data, which led to incompletely filled question-
aires or questionnaires with different options for each question.
n such situations, the activity of most algorithms is reduced to
asic majority voting and often leads to erroneous classifications.
In this paper, we introduce an unsupervised classification al-

orithm that effectively processes datasets with a lack of records
nd works well in datasets with different classification options
er instance. The proposed algorithm aggregates the agents’ opin-
ons and identifies the expert and the nonexpert agents when
lassifying each instance. In contrast to the known wisdom-of-
he-crowd approach, it follows a scheme that we call ‘wisdom
n the crowd’ (WICRO), thus identifying those expert agents and
lassifying the instances according to their responses. The pro-
osed WICRO algorithm is applicable to datasets in which the
ossible classes or labels per instance are not necessarily fixed.
n addition, the proposed algorithm enables expert identification
nd classification in crowdsourcing environments with varying
omains of agent expertise.
The WICRO algorithm assumes that in a group of agents,

ome agents are experts in specific fields or domains but not
ecessarily in all of them. Moreover, in some domains, there
ay be no experts at all among the agents, which may be the
ase when a questionnaire is executed over online crowdsourced
latforms, such as Amazon Mechanical Turk and CrowdFlower.
hese platforms provide an interface for agents (workers) to
nswer questionnaires or label datasets for payment. However,
hese agents may not possess the necessary domain knowledge
o answer the questions correctly or provide the correct labels
or all instances.

In addition, the WICRO algorithm further assumes that experts
ill often have similar or even identical answers (or classifi-
ations) in instances that are associated with their domain of
xpertise; however, their answers may differ substantially in
ther domains. Accordingly, the WICRO classification uses the
istance between the various agents’ answers to identify whether
hey may be experts or nonexperts in the considered domain.
hen, the labels provided by the agents, which are identified
s experts in the relevant domain, are used to obtain a correct
lassification in each related instance, as seen in the next sections.
The rest of the paper is organized as follows. Section 2 re-

iews the relevant classification methods that inspired this work.
ection 3 includes a formal description of the problem. Section 4
iscusses the limitation of existing approaches for datasets having
ifferent options per instance. Section 5 presents the proposed
lgorithm and a running example. In Section 6, the algorithm is
xtended for the use of knowledge domain information. Section 7
resents the verification results, and Section 8 concludes this
ork.
2

. Related works

Theoretical and applied research in classification can be traced
ack to the arrangement methods proposed by Dirichlet. In the
ase of uncertain classes or classification criteria, combinatorial
echniques are often accompanied by voting methods, where
he majority of the agents support aggregated opinion classifica-
ions. Often, opinion aggregation is conducted by majority voting,
hich provides reasonable results for tasks considered by a group
f expert agents. If, in contrast, the group of agents includes both
xperts and nonexperts, majority voting can fail and result in
rroneous classifications.
Several approaches have been suggested to address these

roblems that implement different statistical techniques. The
ost popular and successful approach implements the model
uggested by Dawid and Skene [11]. The Dawid–Skene (DS) model
s based on the expectation–maximization (EM) algorithm, which
rovides maximum likelihood estimates of individual error rates.
everal classification algorithms were suggested in later develop-
ents of this approach. In particular, Whitehill et al. [9] proposed
probabilistic algorithm for binary classification that infers image
abeling by considering the level of expertise of the agents and
he difficulty level of each image. This model was tested on both
imulated and real data and demonstrated its robustness to noisy
nd adversarial labelers.
Duan et al. [12] improved the DS model by utilizing label

ependency and suggested three methods for estimating mul-
iple true labels per instance in the datasets. The first method,
enoted as D-DS, incorporates dependency relationships among
ll labels; the second method, denoted as P-DS, groups labels into
airs to prevent interference from uncorrelated labels; and the
hird method, denoted as ND-DS, is a Bayesian network label-
ependent DS model, which compactly represents label depen-
ency using conditional independence properties to overcome
he sparse data problem.

Researchers have also proposed various approaches for crowd-
ourced datasets. Montejo et al. [13] proposed crowd-explicit
entiment analysis (CESA) as an approach for sentiment analy-
is in social media environments. They evaluated the proposed
olarity classification system using English and Spanish datasets.
hang et al. [14] proposed multiclass ground truth inference
n crowdsourcing with clustering. The authors proposed ground
ruth inference using clustering (GTIC) to improve the integrated
abel quality for multiclass labeling. Noise filtering was proposed
y Li et al. [15] to improve data and model quality for crowd-
ourcing. In this study, an attempt was made to employ noise
ilters to delete the noise in integrated labels, enhancing the train-
ng data and model quality. The authors empirically investigated
he performance of noise filters in terms of improving crowd-
ourcing learning. Prelec et al. [16] suggested the ’surprisingly
opular’ (SP) algorithm. This model asks respondents to classify
nstances and to predict the distribution of other people’s answers
o the question. The model selects the answer that gains more
upport than predicted. A weighted rank aggregation approach to
rowd opinion analysis was proposed by Chatterjee et al. [8]. They
sed rank-based features to exploit annotator quality instead of
sing only annotators’ accuracy and bias as important features.
agerer et al. [17] used end-to-end annotator bias approximation
n crowdsourced single-label sentiment analysis. The proposed
pproach suggests improvement for precise neural end-to-end
ias modeling and ground truth estimation, which reduces an
ndesired mismatch.
Further development of the DS model introduced additional

easures and algorithm improvements. Shah et al. [18] pro-
osed a permutation-based DS model with a novel error metric
o compare different estimators. Sinha et al. [19] also devel-
ped a method called the fast Dawid–Skene algorithm (FDS),
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hich converges to the estimated labels at a linear rate. Ibrahim
t al. [20] proposed a framework using pairwise co-occurrences
f the annotator responses by using an algebraic algorithm con-
ex geometry-based structured matrix factorization to efficiently
olve the model identification problem. They showed that the
pproach can identify the Dawid–Skene model under realistic
onditions.
Schmidt and Zdeborová [21] analyzed a noisy dense limit of

he Dawid–Skene model and showed that it belongs to a larger
lass of low-rank matrix estimation problems for which it is pos-
ible to express the Bayes-optimal performance for large system
izes in a simple closed form.
Finally, in 2021, Ghanaiem et al. [10], based on the DS ap-

roach, developed an efficient collaborative classification algo-
ithm (DSC2 algorithm) that provides effective solutions for large
and small datasets considered by agents with various levels of
expertise. First, the algorithm categorizes the agents with respect
to their level of expertise and then partitions the given set of
entities with respect to the agents’ expertise levels so that the
opinions of nonexpert agents are used with lower weights or even
ignored.

Recently, Eshkevari et al. [22] proposed an end-to-end ranking
ethod for integrating mechanisms such as text processing, sen-

iment analysis, and multicriteria decision-making. The proposed
anking method relies on integrating three methods: the aspect-
ased sentiment analysis (ABSA) method, the Dawid–Skene algo-
ithm, and the best-worst method (BWM).

Current research continues the methods suggested by Shah
t al. [18], Sinha et al. [19], Ghanaiem et al. [10], and Eshkevari
t al. [22] that follow the line of the DS approach. The existing
ork in this direction is limited to finding the experts in the
ataset, where an agent has to choose an appropriate response
rom the given set of fixed classes for each instance. For example,
onsider a dataset, where for each instance, the agent has to
hoose one option from a given set of fixed classes, such as
a) pneumonia, (b) bronchitis, (c) cyst tumors, (d) asthma, and
e) fractures, by looking at the input X-ray image. In this case,
he classes are the same for each instance, and the agent has
o choose the most suitable option for the given instance. Note,
owever, that we may have a different situation where the classes
or each instance differ, depending on a relevant domain. For ex-
mple, in the case of academic multiple-choice questions/sports
uizzes/medical tests of varied types, the classes/options for each
nstance are different, and the agent has to choose the most
ppropriate response from the given set of classes. The novelty
f the proposed algorithm is its capability to identify the experts
or each instance in this setting, although the classes are differ-
nt for each instance. In fact, for the case of a dataset having
ifferent classes for each instance, most existing methods are
educed to majority voting because they are designed to find
he similarity distance between different options. However, in
ontrast to these methods, the proposed WICRO algorithm does
ot assume equivalence of the lists of possible labels for different
nstances. Therefore, it applies to general classification problems
ith varying entity characteristics.

. The problem setup

The considered problem is known as an unsupervised col-
ective classification under uncertainty problems. Given a set of
nstances (such as entities, records, and questions) and a set of
ossible classes (or tags), a set of agents is required to classify
he instances (thus to partition the set), such that it is as close as
ossible to the unknown correct classification. The classification
rocess implies that each agent chooses one of the relevant
lasses for each instance, and the final classification is obtained
y aggregating the agents’ classifications.
3

In a conventional classification process, all the instances are
classified to fix a set of classes. However, in more general scenar-
ios, the instances might be associated with different knowledge
domains; therefore, they might have different sets of classes
rather than a fixed set. Moreover, each agent may classify only a
subset of instances (e.g., respond to some of the questions), while
other instances are ignored. In these scenarios, most existing al-
gorithms, including new algorithms that rely on the DS approach,
are reduced to majority voting or simply fail. The purpose of
the proposed algorithm is to address these general classification
scenarios.

Let X = {x1, x2, . . . , xn} be a set of n instances associated with
certain entities or objects that should be labeled and distributed
over l ≤ n classes Cj ⊂ X such that the resulting partition
α = {C1, C2, . . . , Cl} represents available information about the
characteristics of the entities from set X . For example, assume
that instance x represents paintings, and the required task is to
define the painter of certain paintings. Then, the C classes are
associated with the artists, and the classification problem requires
relating each instance xi ∈ X , where i = 1, 2, . . . , n, to the
class Cj ⊂ X , where j = 1, 2, . . . , l. The resulting partition α =

{C1, C2, . . . , Cl} completely defines the painters of the paintings.
As a more complicated example, consider the entities x as symp-
toms and the classes C as diseases. Then, the diagnostic result
is also a set α of classes, but since one symptom can appear for
several diseases, different classes from α are not disjointed, and
the set α is a cover of the set X . A more general case is defined
below.

Assume that the classification α is generated by a group of
m agents A = {a1, a2, . . . , am}. In the first example, the agents
can be people (e.g., general experts, specialists, or nonexperts)
who relate the painting to the artist. In another example, the
agents are persons (physicians who are experts in certain dis-
eases, physicians who are nonexperts in certain diseases, or non-
professional people) who diagnose the disease.

To formalize the classification process, we assume that each
instance xi is related to a multichoice questionnaire Qi such that
only one choice (class) is the correct choice; if l is the number
of possible classes, then each questionnaire Qi includes li ≤ l
options, while each option is the index of class C in the list of
l possible classes. Considering the questionnaire Qi, where i =

1, 2, . . . , n, agent ak, where k = 1, 2, . . . ,m, chooses an index of
the class from Qi and saves it as a value rik.

Accordingly, the problem is formulated as follows: given the
set X = {x1, x2, . . . , xn} of instances, the set A = {a1, a2, . . . , am}

of agents and the matrix R = ∥rik∥n×m of the agent’s choices, find
a classification α = {C1, C2, . . . , Cl} (i.e., a partition or cover of the
set X), which is as close as possible to the correct (yet unknown)
classification α∗

=
{
C∗

1 , C∗

2 , . . . , C∗

l

}
.

An immediate solution to the formulated problem can be
obtained by direct implementation of the majority-voting tech-
nique, in which the classes are created as follows. Instance xi is
classified or mapped into class Cj if its index j appears a maximum
number of times in the ith row of matrix R (ties are broken
randomly). As described above, this method follows the principle
of ‘‘one agent – one voice’’ and results in effective solutions if
most of the agents are indeed experts in the domain associated
with that row. However, incorrect classification can occur for
groups of agents with varying or biased levels of expertise.

Nonetheless, the problem of interest can be addressed by
methods that are fundamentally different than majority voting.
One such approach that we follow in this study is by prepro-
cessing the data and recognizing the agents who are experts
in the classification domain per instance and then further con-
sidering their opinions, unlike the nonexpert agents. As said,
the proposed WICRO algorithm follows the second approach,
which is fundamentally different from ‘the wisdom-in-the-crowd’
principle.

https://www.medicinenet.com/pneumonia_facts/article.htm
https://www.medicinenet.com/bronchitis_acute/article.htm
https://www.medicinenet.com/cyst/article.htm
https://www.medicinenet.com/asthma_overview/article.htm
https://www.medicinenet.com/broken_bone_types_of_bone_fractures/article.htm
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Table 1
The dataset for n = 3 instances distributed into
l = 9 classes by m = 4 agents.

a1 a2 a3 a4
x1 1 2 2 3
x2 4 5 6 6
x3 7 8 7 9

4. Limitations of existing approaches to datasets with differ-
ent sets of classes for each instance

To clarify the considered classification problem, let us denote
nequal questionnaires by Qi ̸= Qj for i ̸= j, where i = 1, 2, . . . , n,
nd apply to it the recently developed DS-based algorithm [10]
or collaborative classification (DSC2 algorithm) as well as the
ell-known fast Dawid–Skene algorithm [19].
Following the DSC2 algorithm, agents ak and k = 1, 2, . . . ,m

are first categorized according to their levels of expertise. Then,
the agents’ classifications αk are executed with respect to these
levels, and the classifications of agents with higher levels of
expertise obtain a greater influence on the final classification
α than the classifications provided by agents with lower levels
of expertise. Specification of the expertized agents is based on
weighted Hamming distances dnorHam (αu, αv|j) between classifi-
ations αu and αv , where u, v = 1, 2, . . . ,m, with respect to the
lasses Cj, and j = 1, 2, . . . , l. The weighted Hamming distance is
efined as follows [10]:

norHam (αu, αv|j) =
n (αu, αv|j)

(n (αu|j) + n (αv|j))
,

where n (αu|j) is the number of times agent αu selects class j, and
(αu, αv|j) = #

((
Cu
j ∪ Cv

j

)
\
(
Cu
j ∩ Cv

j

))
is the cardinality of the

ymmetric difference between classes Cu
j and Cv

j , which represents
he disagreement among agents about the jth class.

Following this approach, agents are categorized by the ques-
ions in the questionnaires rather than by their real levels and
omains of expertise when questions with different options are
tilized. As a result, the construction of the final classification α is
educed to majority voting. At the final stage, the DSC2 algorithm
cts as a majority-voting process among the agents that answer
he specific question, while the other agents are ignored. A similar
utput occurs in the other classification algorithms that follow
he DS approach, with obvious differences in similarity measures.

For example, assume that the dataset consists of n = 3 instance
onsidered by m = 4 agents, and there are l = 9 possible classes
mong which the agents can distribute the instances. In other
ords, each agent aj, where j = 1, 2, 3, 4, specifies a number

ij ∈ {0, 1, 2, . . . , 9} to each instance xi, where i = 1, 2, 3 The
gent classifications are shown in Table 1.
In terms of the agents’ partitions αj of the set X = {x1, x2, x3}

f instances, this dataset is represented as follows. Each agent’s
artition includes three nonempty classes (with the correspond-
ng indices)

1 = {C1 = {x1} , C4 = {x2} , C7 = {x3}} ,

2 = {C2 = {x1} , C5 = {x2} , C8 = {x3}} ,

3 = {C2 = {x1} , C6 = {x2} , C7 = {x3}} ,

4 = {C3 = {x1} , C6 = {x2} , C9 = {x3}} ,

hile the other six classes in each partition are empty.
For illustration, the weighted Hamming distances between the

gents’ classifications with respect to classes C1, C2, C3 and C4
re shown in Table 2. For example, the disagreement of the first
nd the second agents about class C is n α , α |1 = 1. In fact,
1 ( 1 2 )

4

artition α1 includes class C1, which includes a single instance x1,
hile in partition α2 class C1 is empty. Thus,

(α1, α2|1) = #
((
C1
1 ∪ C2

1

)
\
(
C1
1 ∩ C2

1

))
= #

((
C1
1 ∪ ∅

)
\
(
C1
1 ∩ ∅

))
= #

(
C1
1\∅

)
= #C1

1 = 1,

(α1|1) = 1, n (α2|1) = 0, and dnorHam (α1, α2|1) =
1

(1 + 0)
= 1.

In contrast, the disagreement of the second and third agents
about class C2 is n (α2, α3|2) = 0 since both partition α2 includes
class C2 and partition α3 includes class C2, and in both partitions,
his class includes the same single instance x1. Thus,

(α2, α3|2) = #
((
C2
2 ∪ C3

2

)
\
(
C2
2 ∩ C3

2

))
= # (({x1} ∪ {x1}) \ ({x1} ∩ {x1}))
= # ({x1} \ {x1}) = #∅ = 0,

n (α2|2) = 1 n (α3|3) = 1 and dnorHam (α2, α3|2) =
0

(1 + 1)
= 0.

The dashes in the table denote the cases in which the consid-
ered class is empty in the partitions of both agents.

For each class, the group of experts includes the agents that
considered this class and have chosen it for at least one instance.
However, if the possibility of choosing this class is not included
in the questionnaire, the agents are automatically considered
nonexperts, and their opinions are not counted.

Accordingly, at the final stage, the DSC2 algorithm acts as
a majority-voting process among the agents that answer the
specific question, while the other agents are ignored. A similar
problem occurs in other classification algorithms that follow the
DS approach, with obvious differences in the similarity measures.

In the fast Dawid–Skene (FDS) algorithm, for example, the first
‘‘proposed true choices’’ are generated by using a majority vote.
The following steps proposed in the original algorithm cannot
be completed in an environment where the dataset has different
classes for each instance (there will not be any progress on the
convergence step for this kind of dataset). As a result, the FDS also
performs like a majority vote for datasets with varied classes per
instance.

5. The suggested algorithm

The suggested classification algorithm follows the assumption
that experts in a certain domain will often classify instances
in that domain similarly, e.g., give similar answers to questions
related to the domain, while nonexperts will tend to answer
differently.

5.1. Outline of the WICRO algorithm

The algorithm consists of two main procedures. The first pro-
cedure identifies the expertized agents, and the second procedure
classifies the instances using the opinions of recognized experts.

For each instance, the algorithm creates clusters of agents
who are in agreement regarding certain instances and defines
the group of experts for each instance as the cluster of agents
with the highest agreement ratio. The opinions of the recognized
experts are used for categorizing the instances by majority voting.
The algorithm is outlined as follows.

The main part of the algorithm identifies expert agents. Clas-
sification is considered a ready-to-use procedure and can be
conducted by any voting algorithm; in the scenarios presented
in this paper, we implement the simplest majority-voting tech-
niques, which maintain a fair comparison with respect to simple

and common ‘wisdom-in-the-crowd’ methods.
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Table 2
The distance between the agents’ classifications with respect to classes.
c C1 C2 C3 C4

a1 a2 a3 a4 a1 a2 a3 a4 a1 a2 a3 a4 a1 a2 a3 a4
a1 0 1 1 1 0 1 1 – 0 – – 1 0 1 1 1
a2 1 0 – – 1 0 0 1 – 0 – 1 1 0 – –
a3 1 – 0 – 1 0 0 1 – – 0 1 1 – 0 –
a4 1 – – 0 – 1 1 0 1 1 1 0 1 – – 0
Σ 3 – – – – 2 2 – – – – 3 3 – – –

For the remaining classes C5, . . . , C9 the distances are defined in the same manner.
Table 3
Sample dataset for n = 9 instances considered by m = 8 agents.

a1 a2 a3 a4 a5 a6 a7 a8 Domain of
knowledge

x1 0 0 1 3 2 4 3 2 Sports
x2 1 1 2 3 2 3 1 4 Sports
x3 2 2 1 0 3 1 4 1 Sports
x4 4 0 3 3 2 2 1 0 Politics
x5 4 1 4 4 0 3 3 2 Politics
x6 4 1 1 1 2 0 0 3 Politics
x7 3 2 0 4 1 1 3 3 Movies
x8 1 0 4 1 2 2 0 1 Movies
x9 4 0 1 3 3 3 2 1 Movies

The algorithm requires a single parameter y, which is the
normalization factor. This parameter controls the influence of
the number of agents in a cluster on the cluster’s score. For
a higher y value, the cluster’s score increases, and there is a
higher probability that the algorithm will result in a classification
similar to the classification selected by a simple majority voting
without identifying expert agents. A lower y value, in contrast,
leads to results that are less influenced by the number of agents
in each class and, as a result, will differ from the classifications
provided by majority voting. [In such cases, the classification
of the recognized experts will more strongly influence the final
clustering outcome of the algorithm]

5.2. Running example

A simple example is used to further illustrate and clarify the
algorithm. Let us set the normalization factor y = 0.05.

Assume that set X includes n = 9 instances, which are con-
sidered by group A of m = 8 agents. The questionnaire Qi, where
i = 1, 2, . . . , 9, for each instance includes 5 options enumerated
by integers 0–4. Each instance xi is associated with a certain
domain of knowledge from the set {sports, politics,movies}.

The agents were questioned regarding the instances, and each
agent aj, where j = 1, 2, . . . , 8, specified a number rij ∈ {0, 1, 2,
3, 4} to each instance xi. The resulting matrix R is presented in
Table 3.

The correct classification is generated by a random distortion
such that

α∗
= {{x1, x6} , {x2, x7} , {x3, x8} , {x4, x9} , {x5}} .

Note that as above, the classification is an ordered set. Thus,
‘‘0’’ is the correct classification for {x1, x6}, ‘‘1’’ is the correct clas-
sification for {x2, x7}, etc. However, that majority-voting results
in the following classification (ties are broken randomly)

αmaj = {{x1} , {x2, x3, x6, x8} , {x4} , {x7, x9} , {x5}} .

where for the instances x1 and x4, classes C0, C2 and C3 obtain an
equal number of votes. Therefore, this classification by majority
voting is not a single solution.

Let us now illustrate the WICRO algorithm. Consider the first

instance x1. Agents a1 and a2 indicated this instance by r11 =

5

r12 = 0, which implies that they associate this instance with class
C0. Agents a4 and a7 classify this instance by r14 = r17 = 3, which
implies that they associate this instance with class C3. Finally,
agents a5 and a8 classify this instance by r15 = r18 = 2, which
means that they associate this instance with class C2.

Now, the pair of agents a1 and a2 is considered, and the
number of their agreements is computed. These agents identi-
cally classify instances x1, x2 and x3 and disagree on the other
instances’ classification. Thus, the number of their agreements is
3, which means that in the first cluster, the agents agree about
ρ1 = 3 among n = 9 instances.

Recall (see line 14 in the WICRO algorithm) that the score
of the cluster is defined as a sum of the normalized number of
subclusters and the rate ρ1

n of agreement. In the considered case,
the number of subclusters is given by the number m1 = 2 of
agents in the cluster. Using the indicated values, the score s1 of
cluster ζ1 = {a1, a2} is

s1 =
ρ1

n
+ m1y =

3
9

+ 2 × 0.05 = 0.43.

Calculating the similarity scores for clusters ζ2 = {a4, a7} and
ζ3 = {a5, a8} (both having identical clustering in instance x1)
results in the same score value (0.21).

Let us illustrate the calculation of the similarity score for
a cluster with a larger number of agents. Consider the second
instance x2. Agents a1, a2 and a7 classify this instance into class
C1; thus, they form a cluster ζ4 = {a1, a2, a7}.

Following the proposed algorithm, consider the following bi-
nary subsets B of cluster ζ4: B41 = {a1, a2}, B42 = {a1, a7} and
B43 = {a2, a7}. For cluster B41, the number of agents’ agreements,
ρ41 = 3; for cluster B42, ρ42 = 2; and for cluster B43, ρ43 = 2.

Since the number of agents in cluster ζ4 is m4 = 3, the average
score s4 of cluster ζ4 = {a1, a2, a7} is calculated as follows:

s4 =

(
ρ41
n +

ρ42
n +

ρ43
n

)
m4

+m4y =

( 3
9 +

2
9 +

2
9

)
3

+3×0.05 = 0.409.

After calculating the scores for all the clusters per instance, the
classification of the agents from the cluster with the maximum
score is considered the true classification, and the instance is
associated with the class chosen by these agents.

The calculation of the scores and the chosen classes are sum-
marized in Table 4.

From the presented calculations according to the suggested
algorithm, it follows that the resulting classification is:

α = {{x1} , {x2, x6, x7} , {x3, x4, x8} , {x9} , {x5}} .

The comparison of the obtained classification with the correct
classification α∗ demonstrates that it is more accurate than the
classification αmaj obtained by majority voting: among n = 9
instances, the algorithm correctly classified 7 instances, while
majority voting correctly classified only 4.

This example illustrates the properties of the proposed algo-
rithm. The algorithm obtains the data representing the agent’s
responses and requires a single free parameter y. As an output,
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the algorithm returns an array of integer labels of the classes that
define the required classification of the instances.

In addition, the correspondence between clusters and domains
f knowledge demonstrates that agents a1 and a2 are experts in
ports, agents a3 and a4 are experts in politics and agents a5 and
6 are experts in movies.
The remaining agents a7 and a8 can be considered nonex-

erts in these domains. The next algorithm, which encompasses
lgorithm 1, utilizes this information.
6

. The use of knowledge domains

In WICRO Algorithm 1, the agents were categorized by their
nfluence on the group’s opinion without considering the fields of
heir expertise and the domains of knowledge of the considered
nstances. However, in practical tasks, in some instances, the
omain of knowledge is either known ahead or can be easily
ecognized. In such a case, the suggested algorithm can be supple-
ented by additional operations that improve the accuracy of the
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Table 4
Scores of the clusters and chosen classes.

Cluster Choice Score Experts’ cluster Choice

x1
{a1, a2} 0 0.43

{a1, a2} 0{a4, a7} 3 0.21
{a5, a8} 2 0.21

x2
{a1, a2, a7} 1 0.41

{a1, a2, a7} 1{a3, a5} 2 0.21
{a4, a6} 3 0.32

x3
{a1, a2} 2 0.43

{a1, a2} 2
{a3, a6, a8} 1 0.30

x4
{a2, a8} 0 0.21

{a5, a6} 2{a3, a4} 3 0.43
{a5, a6} 2 0.54

x5
{a1, a3, a4} 4 0.41

{a1, a3, a4} 4
{a6, a7} 3 0.32

x6
{a2, a3, a4} 1 0.37

{a2, a3, a4} 1
{a6, a7} 0 0.32

x7
{a1, a7, a8} 3 0.33

{a5, a6} 1
{a5, a6} 1 0.54

x8
{a1, a4, a8} 1 0.30

{a5, a6} 2{a2, a7} 0 0.32
{a5, a6} 2 0.54

x9
{a3, a8} 1 0.32

{a4, a5, a6} 3
{a4, a5, a6} 3 0.44

resulting classification as well as a novel input about the expertise
level of the agents in each domain.

6.1. The outline of the extended algorithm

In the extended version of this algorithm, the set of instances
s categorized with respect to the knowledge domain of the in-
tances, while for each category of instances, the group of agents
s clustered by using K -mode clustering. Then, Algorithm 1 is
pplied to each cluster, and the resulting classification is ob-
ained by applying majority voting over the identified experts.
he revised WICRO Algorithm 2 is outlined as follows.
In Algorithm 2, the formula for calculating the number of

lusters K is heuristic and is obtained by numerical experiments
ith different datasets; in this formula, [·] denotes the round
alue of the number. This value of K results in small clusters of
gents that allow the exclusion of the clusters with single agents
nd those with agents whose opinions strongly differ from the
pinions of the other agents.
The call for Algorithm 1 assumes that the algorithm obtains all

equired data appearing in the input for Algorithm 2.

.2. Running example

To illustrate the implementation of Algorithm 2, let us con-
inue with the example considered in Section 5.2. The dataset for
he example is presented in Table 3.

The instances are divided into the set η of n′
= 3 domains of

nowledge: sports X1 = {x1, x2, x3}, politics X2 = {x4, x5, x6} and
ovies X3 = {x7, x8, x9}.
The number of clusters is defined by the parameter K =

2m
3

]
=

[
2 ×

8
3

]
= 5.

Consider the sports domain X1. For instances x1, x2 and x3
from domain X1 after applying the K -mode algorithm, the agent
clusters for the sports domain X1 are

ζ1 = {{a1, a2, a7} , {a3, a5} , {a4} , {a6} , {a8}} .

In fact, agents a1 and a2 equivalently classify instances x1, x2
and x3 from the sports domain, and the classification provided by
agent a is the closest to the classifications provided by agents
7

7

Table 5
Scores of the clusters and chosen classes.

Domain of
knowledge

Cluster Score Choice

x1
Sports

{a1, a2, a7} 0.71 0

x2
{a3, a5} 0.43 1

x3 2

x4
Politics

{a2, a8} 0.43 3

x5 {a3, a4} 1.10 4

x6 {a6, a7} 0.43 0

x7
Movies

{a1, a3, a8} 0.48 1

x8
{a5, a6} 1.10 2

x9 3

a1 and a2 (in classification a7 instance x2 in the same class C1 as
in classifications a1 and a2). The classifications provided by the
agents a3 and a5 include the instances in the classes that differ
from the classes in the first three classifications but equivalently
include the instance x2 into the class C2.

By the same reasoning, for the political domain X2, the clusters
of the agents are

ζ2 = {{a2, a8} , {a3, a4} , {a6, a7} , {a1} , {a5}} ,

and for the movie domain X3, the clusters of the agents are

ζ3 = {{a1, a3, a8} , {a5, a6} , {a2} , {a4} , {a7}} .

After excluding the singleton clusters, one obtains the follow-
ing subsets:

ζ1 = {{a1, a2, a7} , {a3, a5}} , ζ2 = {{a2, a8} , {a3, a4} , {a6, a7}}
ζ3 = {{a1, a3, a8} , {a5, a6}} ,

and these subsets of agents are processed by WICRO Algorithm 1.
The execution and output of the algorithm are summarized in
Table 5.

Following the selections of the agents that are included in the
clusters, the resulting classification is

α = {{x1} , {x2, x7} , {x3, x8} , {x4, x9} , {x5}} ,

which is equivalent to the correct classification α∗, thus with
100% accuracy.

Algorithm 2 (WICRO) obtains the same data as Algorithm 1
with an additional partition of the set of instances into the do-
mains of knowledge with a single additional heuristic parameter
used in calculating the number of clusters.

7. Numerical simulations and verification of the algorithm

The proposed algorithms have been tested rigorously on syn-
thetic as well as real-world datasets to show their validity. In the
first approach, the proposed algorithms were tested on synthetic
datasets that were generated on the basis of known datasets.

These artificial datasets were generated in two different man-
ners. In the first approach, for standard datasets, such as Iris and
Glass [23], the selection of the agents and their clusters were
generated randomly. In the second approach, for a given set of
n = 100 instances, the sets of agents and their opinions were
generated randomly. In the case of synthetic data, we varied the
number of options in the questionnaires.

Real data were obtained using two quizzes, i.e., a country quiz
and an academic quiz. The details of real dataset preparations are
discussed in Section 7.2.
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Table 6
Classification results of artificial data with constant parameters.
Dataset Number of

agents
Number of
options

Classification accuracy

Algorithm 1
y = 0.25

Algorithm 1
y = 0.05

Algorithm 2 Majority
voting

Glass 17 6 0.645 0.678 0.813 0.664
Iris 21 6 0.847 0.873 0.933 0.800
Abalone 14 3 0.662 0.652 0.708 0.619
Students 21 4 0.683 0.662 0.753 0.650
Wine 19 6 0.746 0.732 0.782 0.689
Robots 17 5 0.760 0.781 0.932 0.768
7
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7.1. Artificial datasets with constant parameters and fixed set of
classes

In the first series of verifications, six standard datasets within
he Kaggle collection are used: Abalone, Glass, Iris, Students,
ine, and Robots [23]. Table 6 shows the classification results
sing WICRO Algorithm 1, WICRO Algorithm 2, and majority
oting, which also represent the DS- and FDS-based algorithms.
From the results presented in the table, one can see that
ICRO Algorithm 1 provides more accurate classifications than

he majority voting- and DS-based methods, and, as expected, the
ost accurate classifications are obtained by WICRO Algorithm 2.
In addition, the results enable a better choice of the parameter

. If the accuracy of majority voting is between 0.6 and 0.7, then it
s better to use a lower value of y, while if the accuracy of majority
oting is greater than 0.7, then it is better to use a higher value
f y.
8

.2. Artificial dataset with varying parameters and varying sets of
lasses

The second series of experiments was conducted over 12
ynthetically generated datasets, each of which included 100
nstances. The number of experts per domain of knowledge was
pecified to 2, and since an expert cannot be 100% accurate, the
ccuracy was specified to a reasonable value of approximately
0%.
In the datasets, the number of domains of knowledge varied

etween 1 and 4, the number of agents varied between 8 and 10,
nd the number of optional responses for each instance varied
etween 4 and 6. It should be noted that if the number of op-
ional responses per instance is less than 4, then majority-voting
echniques provide the best results. Table 7 compares the classifi-
ation results using WICRO Algorithm 1, WICRO Algorithm 2, and
ajority voting that, as said, represent the DS-based algorithms.
or illustration purposes, we also applied the recently proposed
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Table 7
Classification results of artificial data with varying parameters.
Dataset Number of

agents
Number of
options

Number of
domains
of knowledge

Classification accuracy

Alg 1
y = 0.25

Alg 1
y = 0.05

Alg 2 Majority
voting/
DSC2/FDS

S1 10 4 4 0.69 0.73 0.89 0.61
S2 8 4 4 0.70 0.65 0.91 0.66
S3 10 5 4 0.64 0.67 0.89 0.57
S4 8 5 4 0.67 0.73 0.89 0.61
S5 10 6 4 0.65 0.64 0.92 0.51
S6 8 6 4 0.72 0.72 0.91 0.61
S7 10 4 1 0.90 0.9 0.9 0.67
S8 8 4 1 0.92 0.90 0.92 0.77
S9 10 5 1 0.90 0.91 0.91 0.69
S10 8 5 1 0.90 0.91 0.91 0.69
S11 10 6 1 0.90 0.90 0.88 0.66
S12 8 6 1 0.90 0.90 0.90 0.74
DSC2 algorithm and FDS on the synthetic datasets with different
options for each question, and it acts as a majority approach, as
shown in Table 7.

From these results, the proposed WICRO Algorithms 1 & 2 ob-
ain more accurate classifications than the majority voting/DSC2

lgorithm/FDS algorithm.
For the datasets with 4 domains of knowledge (datasets S1–

6), Algorithm 2 utilizes information about the knowledge do-
ains and outperforms WICRO Algorithm 1. For the datasets with
single domain of knowledge (S7–S12), the information about

he domain of knowledge is meaningless, and both algorithms
esult in similar classifications with similar accuracy.

In the datasets that include 10 agents, an additional two agents
that is, an increase of 25%) are nonexperts; consequently, the
lassification accuracy in all methods decreases. However, while
he accuracy of majority voting and WICRO Algorithm 1 decreases
ignificantly, the decrease in the WICRO Algorithm 2 accuracy is
inimal.
Finally, WICRO Algorithm 1 provides better results on the

atasets with one domain of knowledge than on the datasets with
our knowledge domains.

.3. Verification on real-world datasets

To further test the suggested algorithms over real-world
atasets, we created a proprietary dataset with known domains
f knowledge and acceptable groups of expertized and nonexpert
gents. In particular, we assumed that natural-born citizens of a
iven country are, on average, better acquainted with the celebri-

ties and landmarks of their country than natural-born citizens
of other countries. Thus, we defined two knowledge domains,
celebrities and landmarks, and selected pictures of the two in six
different countries. Therefore, six options were provided for each
question. Examples of the images used in the tests are presented
in Fig. 1.

Amazon Mechanical Turk was then used to collect data via
an online quiz that contained 398 questions and was distributed
over the 28 respondents in six different countries: Brazil, France,
India, Israel, Italy, and the USA [24]. The dataset and additional
details on this extensive study are given in Appendix.

First, we checked the assumption that natural-born citizens
of the countries are indeed better acquainted with the celebri-
ties and the landmark images of their respective countries. The
response results are summarized in Table 8.

On average, the respondents provided more accurate results
in questions related to their native countries and responded less

accurately to the questions about foreign countries.

9

Table 8
The average accuracy of the responses from native and foreign countries.

Brazil France India Israel Italy USA

Accuracy of responses to the
questions about native
countries

0.74 0.76 0.8 0.8 0.74 0.69

Accuracy of questions to the
questions about foreign
countries

0.56 0.48 0.31 0.43 0.43 0.47

Table 9
Accuracy of the algorithms applied to real-world data.
Algorithm 1
y = 0.25

Algorithm 1
y = 0.05

Algorithm 2 Majority
voting

0.804 0.802 0.867 0.781

Finally, Table 9 presents the accuracies of the algorithms ap-
plied to this collected real-world dataset.

As expected, the proposed WICRO algorithms outperform the
majority-voting method, and the best results were provided by
WICRO Algorithm 2, which results in nearly 9% higher accuracy in
classification than majority voting and nearly 7% higher accuracy
than WICRO Algorithm 1.

Academic dataset
The proposed WICRO algorithm was also tested on another

real-world dataset from an academic setting. In particular, we
created an academic quiz containing 30 questions, including
10 questions from each of four engineering domains, namely,
computer engineering, electrical engineering, civil engineering,
and biomedical engineering. The quiz contained multiple-choice
questions, and each question had six options, such that they
were different for each question. The data were collected from
26 agents (students) in a dataset containing their responses. We
have identified the experts for each question by applying the
proposed WICRO algorithm. The experimental results presented
in Table 10 further support our hypothesis. As expected, students
(agents) in any engineering domain performed better on ques-
tions related to their domain than on questions based on other
domains. Each agent from a specific engineering domain has
similar responses to the questions related to their domain. Ad-
ditionally, the agents’ answers diverged more in other domains.
Thus, the underlying hypothesis of this study – that experts will
agree more on topics in their field but may differ in their opinions
regarding topics in other fields – was supported. Thus, the results
of the experiment presented in Table 10 justify this hypothesis.
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Fig. 1. Examples of the images used in the classification tests: (a) Celebrity – Tzufit Grant of Israel, and (b) Landmarks – Rio de Janeiro, Brazil (left) and Milano,
taly (right). Each participant was asked to classify each image into one out of six countries.
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Table 10
Accuracy of the algorithms on the academic dataset.
Algorithm 1
y = 0.25

Algorithm 1
y = 0.05

Algorithm 2 Majority
voting/
DSC2/FDS

0.666 0.666 0.7 0.566

We also tested the FDS/DSC2 algorithms on this academic
dataset and obtain a response that is similar to the majority-
voting approach. Thus, one can conclude from the results that
the performance of the proposed WICRO algorithm is better than
that of the majority approach, DSC2 algorithm and FDS algorithm.
Moreover, the proposed approach was used to identify the ex-
perts and nonexperts in each domain. Since domain knowledge is
available in this dataset, this knowledge can be used to improve
the accuracy of identifying experts in each question and do-
main by applying the WICRO Algorithm 2, which was mentioned
in Section 6. As shown in Table 10, this algorithm has further
improved the accuracy of expert identification to 0.7.

8. Conclusion and future scope

This paper presents a novel ‘wisdom-in-the-crowd’ (WICRO) al-
gorithm that, unlike ‘wisdom-of-the-crowd’, does not assume that
the answers of agents in the crowd are symmetrically distributed
around the right unknown answer. Thus, WICRO does not assume
that the majority of the agents’ answers will converge to the
correct answer. Instead, WICRO aims to identify those agents that
are experts in their domain and then use such information to
identify the correct answer. The algorithm is used for unsuper-
vised (one-pass) classification and can also be used in datasets
with different classes per instance over various domains. The pro-
posed algorithm can use domain knowledge to further improve
the accuracy of identifying experts and the correct answers. The
WICRO algorithm is based on aggregating the agents’ opinions
and on agents divided into groups of experts and nonexperts.

In contrast to the existing methods, the proposed algorithms
can be applied to datasets having different classes per instance in
various domains, even if these domains are not identified ahead.
The WICRO algorithm’s performance was tested and compared
to the popular majority voting and other well-known approaches
suggested by the DSC2 and FDS algorithms. It has been noted that
the DSC2 and FDS algorithms reduce to the majority-voting ap-
proach for datasets with different classes per instance, as they are
designed for datasets with a fixed set of classes. It was shown that
the proposed algorithms outperform these existing approaches
and result in more accurate classifications in both synthetic and
real-world dataset examples. In the proposed WICRO algorithm,
it is assumed that the group of agents contains experts in specific
 P

10
domains that are not necessarily experts in all domains of inter-
est. This is a reasonable assumption supported by many studies
over various domains of expertise.

The proposed approach can be used for many real-life ap-
plications, such as health care, natural language understanding,
image tagging, taxonomy creation, and learning management
systems. In particular, the WICRO approach can be implemented
in questionnaires and other ad hoc knowledge-seeking processes
on the internet when the agents’ domain and level of expertise
are unknown.

In the future, the same principles can be applied to find the
best artificial AI agents in various domains and classification
problems. Furthermore, explainable AI (XAI) methods can use
the WICRO output to attempt to explain why some of the AI
agents perform better than others, as well as identifying relevant
features that can be used when classifying specific instances or
groups of instances.
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